Evaluation of Solar Reference Cells on a Two-Axis Tracker Using Spectral Measurements
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Abstract. A simple model calculating the performance of an IMT solar reference cell is proposed and tested under clear sky periods. One-minute data from EKO spectroradiometers collocated with an IMT reference cell are used for the analysis. Data are obtained at the NREL Solar Radiation Research Laboratory in Golden, Colorado and the UO Solar Radiation Monitoring Laboratory in Eugene, Oregon. The model is also applied and evaluated under cloudy conditions. A match of better than 1% is found between calculated clear sky values and IMT measurements for July, 2020. One-minute cloudy sky comparisons show a much larger variation, but when averaged over one hour, a standard deviation of 4% between the calculated and measured values is found.

INTRODUCTION

Reference cells are used for many tasks ranging from testing of photovoltaic (PV) modules on the production line to monitoring system performance in the field. Reference cells are designed to mimic many of the characteristic of PV modules. Reference cells are not designed to measure incident radiation. An issue arises when trying to use reference measurements in place of pyranometers are measurement of the incident radiation. Compared to high quality pyranometers, reference cells exhibit large systematic biases that can skew calculations requiring accurate irradiance values.

Typically reference cells use the same solar cell technology and encapsulant as the PV modules they monitor. Besides size, the biggest difference between reference cells is that they operate at short circuit current while PV modules operate at the max power point. Because reference cells use solar cells, they are sensitive to the incident spectral radiation and the glazing and encapsulant result in a pronounced angle-of-incident (AOI) effect especially at large incident angles.

A standard method to evaluate the field performance of reference cells is to compare reference cells directly to the performance of high-quality pyranometers. A plot of the ratio of the IMT reference cell to a CMP22 pyranometer on a two axis tracker during clear periods is shown in Fig. 1 during the morning of May 3, 2020 and the afternoon on May 4, 2020. Two factors clearly add to the deviation of the curves from a straight line. First and largest is that the reference has a significant dependence on the spectral distribution of the incident radiation. The angle-of-incident affects are minimal since both are on a two-axis tracker pointed directly towards the sun. The pyranometer is calibrated for a range of incident angle from 30° to 60° while the reference cell is typically calibrated with an AOI of 0°. While taking into account the spectral differences can push the two curves closer together, the magnitude of the difference from 1 is somewhat related to the calibration differences between the two instruments (See Fig. 2).

More information on setting standards for reference cell evaluations can be found in [1].
Previous approaches for evaluating the reference cell with respect to a reference pyranometer revealed that several factors that must be taken into account complicating the analysis [2, 3, 4, and 5]. The purpose of this paper is to report some initial finding of the performance of a reference mono-silicon reference cell on a two-axis tracker with co-mounted spectroradiometers, reference cells, and a high-quality reference pyranometer. The experimental setup is first described. The method used to analyze and model the performance of the reference cell is then detailed. A simplifying assumption is made to asset in the analysis and the rational for this assumption is discussed. Next the ratio of the IMT measurements to calculated IMT values is examined under clear skies. Because of the limited time the experiment has been running, only July data will be utilized. As more data becomes available, the comparisons with other periods will be made. For any firm conclusions at least a year of data are needed.

Cloudy and partially cloudy skies present a much more challenging problem and the cloudy periods in July are studied for comparison. A brief discussion of the findings are then presenting in this section. At the end, a summary of the finding are discussed and the paper ends with a description of future activities as more data becomes available.

**FIGURE 1.** Ratio of the IMT reference cell to a CMP22 pyranometer measurement on a two-axis tracker at NREL’s SRRL in Golden, Colorado on the morning of May 3, 2020 and the afternoon of May 4, 2020.

**FIGURE 2.** BORCAL evaluation of a CMP22 pyranometer used at SRRL. The responsivity of this pyranometer from 30° to 60° is 9.650 +1.4% -1.8% with a 95% confidence level.

**EXPERIMENTAL SETUP**

The National Renewable Energy Laboratory (NREL) at its Solar Resource Research Laboratory (SRRL) and the University of Oregon Solar Radiation Monitoring Laboratory (UO SRML) have installed two-axis EKO trackers to monitor the performance of several reference cells. Currently each station is equipped with four reference silicon cells, Li-Cor 200R and Kipp & Zonen SP Lite2 pyranometers, Kipp & Zonen CMP22 pyranometer, and EKO spectroradiometer(s). The number of reference cells will be increased to evaluate different technologies. The two spectroradiometers at SRRL measure spectral radiation from 300 nm – 1650 nm and the EKO spectroradiometer in Eugene measures irradiance from 300 nm – 1100 nm. In addition, there are additional equipment in Golden, Colorado at SRRL that have instruments on a one-axis tracker, a fix tilt, and on a horizontal surface. In Eugene are the UO SRML, there are instruments on a horizontal surface. Data from these instruments have been used in earlier studies [2-5] and can provide test of results from the current study when it is completed.

The experimental setup at SRRL is shown in Fig. 3. The two EKO spectroradiometers are shown by the blue arrows. The IMT reference cell highlighted in this study is shown by the red arrow. The other three reference cells are shown by the green arrows. The CMP22 reference pyranometer is shown with the yellow arrow.

Data collection on the two-axis tracker started in May 2020 at SRRL and in June 2020 at the UO SRML. All data are reported in one-minute intervals. The spectral data takes from 0.1 to 5 seconds to gather and are stored at the top of the minute. All other instruments are scanned once every three seconds and the average measurement is recorded.
at the ending time. This time difference isn’t significant under clear skies but makes it hard to use the spectral data under cloudy or partially cloudy skies. This will be covered more in the section on cloudy skies.

**FIGURE 3.** Experimental equipment at SRRL in Golden, Colorado.

**MODELING REFERENCE CELL OUTPUT WITH SPECTRAL AND TEMPERATURE DATA**

Reference cells use solar cells that have a spectral responsivity [2-5]. The output of reference cells are dependent on the spectral distribution of the incident radiation. In addition, the output of the reference cell is directly proportional to the irradiance making it through the glazing. On a two-axis tracker, light coming directly from the sun passes through this glazing without noticeable reduction. Diffuse and ground reflected radiation are incident from many directions and a portion of this scatter radiation is reflected or doesn’t make it through the glazing. Because the variety of directions and the variation of scattered irradiance across the sky, the scattered contribution to the radiation incident on the solar cell has to be modeled.

Because of the complexity of the incident radiation under cloudy or partially cloudy skies, this analysis is broken into two sections. First the clear sky performance will be discussion. This will be followed by examining what happens under cloudy or partially cloudy conditions.

A simple model for the output of a reference cell (\(\text{RC}_{\text{Model}}\)) is given in Eq. 1.

\[
\text{RC}_{\text{Model}} = K \int R_{\lambda} \cdot I_{\lambda} \cdot T_{\lambda} \cdot (T_{\text{rc}} - 25^\circ \text{C}) \cdot F(AOI) \cdot d\lambda
\]

Eq. 1

where \(R_{\lambda}\) is the spectral responsivity of the reference cell obtained from the normalize percent quantum efficiency and \(K\) is a calibration constant that turns the measured Amps to Wm\(^{-2}\). The irradiance is \(I_{\lambda}\), the spectral temperature dependence is \(T_{\lambda}\), \(T_{\text{rc}}\) is the reference cell temperature, and \(F(AOI)\) is the dependence on the angle-of-incidence. The integral is over all wavelengths, but in practice it is over 300 nm – 1249 nm. The spectral responsivity for the IMT reference cell is zero outside this range.

For this study, the sum overall all wavelengths replaces the integral. In this case the one-minute interval spectral data is given for each integer wavelength in the 300 nm – 1249 nm range. If the wavelength data has a different spacing, that spacing has to be taken into account.

**Simplifying the Model**

A discussion of \(R_{\lambda}\) and \(T_{\lambda}\) are available in earlier work [3 – 5]. The spectral response, \(R_{\lambda}\), is obtained from the Quantum Efficiency (QE) values measured by the NREL PV Characterization group in a laboratory using a solar simulator maintained and operated in accordance with the ASTM E1021 standards (https://www.astm.org/Standards/E1021.htm). \(T_{\lambda}\) is determined from measuring \(R_{\lambda}\) at difference temperatures.
Normally the temperature dependence for a reference cell is calculated on average change with temperature and is around 0.0008 per °C.

The angle-of-incidence transmission through the glazing, \( F(AOI) \), varies with wavelength, but this variation is small for the wavelengths relevant to reference cells. For \( RC_{\text{Model}} \) it is assumed independent of wavelength. In addition, \( F(AOI) \) determined using Snell’s Law and presented in [6] is used for estimating the transmission of light at all wavelengths. Since the instruments are mounted on a two-axis tracker that points to the sun, an \( F(AOI) = 1 \) is assumed. Actually the direct normal irradiance (DNI) constitutes 80% to 90% of the total irradiance incident on a two-axis tracking surface (GNI). The diffuse irradiance on a tilted surface (DTI) and the Ground Reflected Tilted irradiance (GRT) vary over the day mainly depending on the tilt of the surface. The DTI and GRT components will be discussed in more detail when examining the \( RC_{\text{Model}} \) under cloudy or partially cloudy skies.

Near sunrise and sunset, the DTI and GRT contribution to GNI increase significantly and are expected to affect the comparison between the modeled and measured IMT values. Plotting the clear sky ratio of the modeled IMT output and the measured IMT output is a quick way to determine if the simple model assumption about \( F(AOI) \) are valid or if other factors come into play.

The clear sky periods for July at SRRL were selected based on global horizontal irradiance (GHI) measurements matching the clear sky modeled GHI. The clear sky information was later refined to remove all data with a cloudiness measurement of 15% or greater. In addition, incomplete data, data obtained when the instruments were cleaned, and data that didn’t match other data from similar instruments at the site were eliminated from the analysis. The resulting data are plotted in Fig. 4.

![FIGURE 4. Ratio of measured IMT output to calculated IMT output under clear skies for July 2020 at SRRL. The solar zenith angle is also the tilt of the two-axis tracking surface. The ratio is assumed to be the calibration factor K. For SZA from 15° - 80°, the ratio is fairly constant. K = 1.692 ± 0.006 or a standard deviation of 0.35%. Black circles are data from the morning hours and the red X’s are in the afternoon.](image)

The unknown in the \( RC_{\text{Model}} \) is K. If the assumptions for the simplified model are valid, K should be a constant equal to the ratio of measured IMT output and calculated IMT output. In Fig. 4, K = 1.692 ± 0.006, or a standard deviation of approximate 0.35% for the tilt range from 15° - 80°. The tilt of the surface of a two-axis tracker is equal to the solar zenith angle (SZA). For angles greater 80°, the simplified model starts to break down.

For tilt angles 80° or larger, the contribution of DTI and GRT to the total GNI increase significantly. The transmission of DTI and GRT irradiance is around 95% or less. Neglecting this would overestimate the calculated IMT output and this is what is seen in the data during the morning hours.

It is unclear why the ratio drops early in the morning and increases late in the afternoon (see black “O’s” and red “X’s” in Fig. 4). In addition to the reduction of irradiance incident on the solar cell in the reference cell, surrounding objects or structures can affect the irradiance seen by the various sensors. Near sunset, the mountains to the west block the incident sunlight. Some of data affected by the mountains or obstructions has been eliminated from the analysis.
The ratio $K$ is fairly consistent during the summer. Data taken at other times of year and at different locations are needed to better evaluate the validity of the simple model during clear periods, but having a model that simulates the performance of references to better than 1% during sunny months under clear sky conditions is a good start.

ANALYSIS UNDER CLOUDY AND PARTIALLY CLOUDY SKIES

It is fine for a model to simulate clear sky data. However, there are many times when the sky is not clear and it is important to understand how well a model can estimate irradiance under cloudy skies. This may be particularly important when using spectral data to do the modeling as spectrum under cloudy skies are different from spectra under cloudy or partially cloudy skies. In addition to spectral changes, under partially cloudy conditions, the irradiance can change very rapidly. For a first try, the reference cell module used to calculate output under clear skies will be used to model output under cloudy skies. Cloudy periods for July were selected by choosing periods where the GHI values did not match the clear sky GHI values. This is basically the data that did not fit the clear sky criteria with some of the periods where the sky was mostly clear excluded. Figure 5 plots the cloudy and partially cloudy ratio of measure IMT output to $R_{\text{Model}}$ estimated output for July, 2020. The one-minute $K$ values are estimated up to 7 times bigger or smaller than the clear sky values. During these cloudy periods average ratio $K$ is $1.714 \pm 0.417$. The $K$ values for clear periods and cloudy periods are with the statistical uncertainties. However the values during cloudy periods vary significantly. This scatter is independent of the position of the two-axis tracking surface.

There are two main factors that can cause this scatter. First, the field of view of the various sensors is not the same and a passing cloud may affect one sensor at a different time or a different magnitude than another sensor. But it is hard to imagine that this factor can result in $K$ values that are 7 times the clear sky values. A more important factor is the difference in the timing and extent of the measurements. The spectral measurements take from 0.1 to 5 seconds to run and the data from these measurements are stored at the start of the measurement period. The IMT reference cell measurements are a series of scans conducted once every three seconds and averaged over a minute. This may be fine under clear skies that are not changing. However when clouds are present, this difference can cause significant changes in the ratio of calculated and measured IMT values.

Figure 6 plot a one hour interval of one minute data from 11:00 to noon on July 2, 2020. The dashed green line is the sampled IMT measurement, (dashed green line), modeled IMT irradiance using the clear sky calibration constant (solid red line), and measured IMT irradiance averaged over a minute (black line) on July 2, 2020 from 11:00 am to noon at SRRL. Blue ovals show differences between the short time measurements and measurements averaged over a minute.

FIGURE 5. Plot of the ratio of measured IMT values to calculated values on cloud period in July 2020 at NREL’s SRRL in Golden, Colorado.

FIGURE 6. Comparison of measured, sampled, and calculated Output of a IMT Reference Cell.
taken at the same time the sampled measurements were taken. The black line is the output of the IMT reference cell. There are some dips in measured IMT values that don’t appear in the modeled data and vice versa (see blue ovals in Fig. 6). There can be large difference between one-minute averaged measurements and modeled data depending on when and how the measurements were taken. These differences can lead to large ratios between the measured and modeled values and hence large K values. So during cloudy periods there can be periods of an excellent match between measured and modeled IMT value and other times extreme differences.

If the difference between the modeled and measured values is related to this timing issue, averaging the measured and calculated data a sixty minute interval (one hour) significantly reduces some of this scatter, as shown in Fig. 7. One can average the one-minute ratio K values, but averaging the measured and modeled IMT output for an hour before calculating K reduces the scatter of hourly K values even more. The averaged two-axis ratio data in Fig. 7 is for all of July, 2020 at SRRL. This plot includes clear and cloudy periods. The average value of the ratio K is $1.68 \pm 0.03$. The data has a standard deviation of $\pm 1.7\%$. While this standard deviation is 4 times more than the clear sky standard deviation, it is much less than the 1-minute standard deviation.

In July 2020, the mornings are usually sunny and the clouds start to arrive in the afternoon. This is seen in the data where the ratio is more tightly scattered around a K value of 1.68 in the morning and shows considerably more scatter in the afternoon when partially cloudy skies dominate the weather. The average K value of 1.68 is less than the clear sky K value of 1.692, but within the standard deviation of the hourly all days value. One would expect that the clear sky value would be slightly higher that the cloudy or partially cloudy sky values (see the transmission values in Fig. 8).

Transmission of DTI and GRT Irradiance through Glazing

During cloudy periods, the transmission of DTI and GRT irradiance through the glazing is constitutes 10% to 100% of the incident radiation. The characteristics of DTI and GRT irradiance are significantly different from DNI irradiance. The DNI irradiance comes directly from the sun and standard models exist for calculating the percentage of DNI irradiance that passes through the glazing. On a two-axis tracking surface, the DNI is normal to the surface and theoretically 100% of the light passes through the glazing. Both the DTI and GRT are incident on the tracking surface from all directions and to calculate the amount of light passing through the glazing, one must integrate over all the incident angles [6].

Using models in [6], the reduction of irradiance passing through standard glass glazing can be calculated for the three components of diffuse radiation and ground reflected radiation. The three diffuse components [7] are the circumsolar diffuse, horizon brightening, and the diffuse radiation from the rest of the sky. The three diffuse components are brightening around the sun (circumsolar), horizon brightening, and a distribution across the sky.
 proportional to \((1+\cos(T))/2\) where \(T\) is the tilt of the surface at a given instant. For a two-axis tracking surface, \(T\) varies with time and is equal to the solar zenith angle (SZA). The GRT can be model as proportional to \(GHI\cdot\rho'(1-\cos(T))/2\) where \(\rho\) is the ground reflectance and \(T\) is still the tilt of the surface (SZA). The model derived in [6] uses the breakdown by [7] and obtains the average transmission by integrating and averaging over all directions of the irradiance on the tilted surface. The reduction for the diffuse components and ground reflected irradiance are shown in Fig. 8 where \(F_{\text{sky}}\) is the reduction from the background sky, \(F_{\text{hor}}\) is the reduction of incident light from the horizon, and \(F_{\text{Grd}}\) is the reduction in ground reflected irradiance. More than 99% of the irradiance from circumsolar radiation passes through the glazing as circumsolar radiation acts much like DNI radiation.

To accurately estimate the reduction in DTI and GRT, one must know the intensity of the initial components and the direction in the sky or ground from which they came. Because of the complexity of dividing the irradiance components and the lack of individual measured values, one is left to model these components to input into the model [6].

**DISCUSSION OF RESULTS**

A simple model for calculating the performance of reference cells on a two-axis tracker is presented using Eq. 1 and setting the angle-of-incident factor, \(F(\text{AOI}) = 1\). This model works very well on a two-axis tracking surface during sunny periods as long as measured spectral radiation data are available. Getting the instrument and the model to agree to better than 1% at a 95% level of confidence is an excellent start. The fact that this simplified model provides a similar result during cloudy periods may seem surprising at first. However, the circumsolar portion of the DTI can be modeled just like the DNI contribution the DTI contribution doesn’t change the results significantly. The average diffuse sky component averages about 95% transmission factor and is only slightly less than the simplified model.

During clear periods, the DTI and GRT components make up 20% or less of the GNI irradiance. That contribution is even less when the circumsolar component is removed from the DTI components. During the middle of the day, the GRT and horizon brightening effects are small and the only other significant contribution is the diffuse sky component. The diffuse sky contribution to the GNI is likely to be less than 10% of the DNI contribution and with a transmission rate of 95%, it would be hard to distinguish from random variations in the IMT measurements (much less than 1%). The different characteristics in the early morning compared to the late afternoon need to be better understood. Is this dependent on the time of year or the site? Only comparisons at different times of year and location can provide a solid answer. Explaining this phenomena could help provide insight to improve the model.

Under cloudy skies, the transmission of the DTI and GRT components should be observable in the hourly averaged data but it will probably take at least a year’s worth of observations to confirm any findings. There is just too much scatter in one-minute data under cloudy skies to reliably observe the effects of the lower transmission rates of DTI and GRT. A hint of the reduced transmission rates for DTI and GRT components as compared with DNI components is the slightly lower estimated value of \(K\) for July that includes both clear and cloudy periods. This difference is small, \(1.68 \pm 0.03\) for July under cloudy conditions and \(K = 1.692 \pm 0.006\) observed under clear sky conditions during the month. This difference is with the uncertainty of the measurements and there is a need to confirm these results at different times of year and at different locations. The ratio \(K\) under clear sky conditions is also affected by the DTI and GRT contributions, but those contributions are small for the most part. However, in the range of SZA greater than 80° these contributions may be discernable. In addition the clear sky DTI contributions in winter are usually smaller than in summer and having data from a full year might be able to better quantify the effect.

The analysis of data during the summer months demonstrated that a simple model for calculating reference cell response replicates the reference cell output on a two-axis tracker to within 4% at a 95% level of confidence. The match is significantly better for clear sky conditions.

**FUTURE EFFORTS**

More work and data are needed to provide confidence in the methodology and analysis. With a year’s worth of data from two diverse locations such as at the UO’s SRML Eugene, Oregon facility and at NREL’s SRRL Golden, Colorado facility more detailed answers should be available. Does the simple model provide identical results during the year or is there a seasonal effect. If there is a seasonal effect, what causes this effect? How well can the
transmission of DTI and GRT components be tested at different times of year and at different locations? A robust model has to provide similar results at two different locations and times of year. The magnitude of the differences will demonstrate the utility or lack of versatility of the model.

Once a better handle on the model is obtained, the modeling should proceed also work as well one-axis trackers and fixed tilt surfaces. This is important for wide use of any model and will be a better test of the angle-of-incidence model that will be used on the different surfaces. With a two-axis tracker, the methodology can be tested on the spectral nature of the reference cell. With a one-axis tracker and fixed array, the angle-of-incidence component can be studied with the knowledge of the accuracy of the spectral effects.

For practical use, the spectral contribution will have to be modeled because of the difficulty and expense of spectral measurements. With an understanding of the temperature, spectral, and angle-of-incidence effects, one should then be able to compare the reference cell with broadband measurements. This comparison should reduce any biases in the reference cell, and provide a better match to the broadband measurements. If this is accomplished, then reference cells should be able to determine the incident radiation with a fair degree of accuracy.
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